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problem 1 Asymptotics

1. Consider the following functions, f (n) = n(log n)2 and g(n) = n1.5. Which grows more
quickly? (That is, which would be a “worse” time-complexity.) Express your answer in
terms of one of the order-classes we’ve studied, i.e. something in a form like f (n) = Θ(g(n))
but with something other than Big-Theta. Explain your answer with a short proof; you may
use any definitions from the course slides.

Solution:

problem 2 Proving Quicksort

For this problem, we’ll be reviewing how a proof by induction works. More specifically, we
will be using strong induction. For a refresher on induction, Wikipedia has a great description
and a few example proofs at: https://en.wikipedia.org/wiki/Mathematical_induction. To
prove the correctness of an algorithm using induction, we must consider the parts of the proof:
the base case, the inductive hypothesis, and the inductive step.

We will use induction to prove that Quicksort is correct. We will let you assume that the
partition operation works correctly. Recall that partition(list,first,last) returns the lo-
cation p of an item in the sublist list[first:last], where all items in positions before p are
< list[p], and all items after position p are > list[p]. The item at location p is the pivot-value,
and partition puts it into its correct position but does not sort what’s before it or after it. After
partition is done, Quicksort is called recursively on the sublists before and after the pivot-value.

1. In induction we start with the base case. If n = 1 (i.e., there is one item in the list), explain
why partition and Quicksort produce the correct answer for that list of size 1.

Solution:

2. We must next make an assumption: our inductive hypothesis. Describe briefly this assump-
tion. For any list of size less than n, ...

Solution:

3. Inductive step. Now we need to use this inductive hypothesis to make an argument that,
for a list of size n, Quicksort correctly produces a list that’s sorted. Namely, assuming that
partition works correctly and the inductive hypothesis is true, write an argument below
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that shows, for a list of size n, the call to partition and the recursive calls to Quicksort
correctly sorts that list.

Solution:

problem 3 Optimal Study Spot

Alderman Library is finally open after years of renovations! But now it’s time to find your new
optimal study spot. Your main concern is being able to get to each of the building exits as quickly
as possible (unlike Clemons, strange and unexpected things can happen in Alderman stacks and
you never know which way you may need to exit). You are given a graph G = (V, E) where each
node v ∈ V represents either a room or an exit. Each edge in the graph represents a doorway
connecting a room to either another room or an exit. From any room, there is a path to every
exit. Your algorithm must find the room (or rooms) such that the distance to the farthest exit is
minimized.

Give a clear description of an algorithm to solve this problem. State and explain the time
complexity of your algorithm. Base your algorithm design on an algorithm we have studied in
this unit of the course.

Note: you may later decide to find an optimal study spot in one of the other buildings currently being
built, so your algorithm should not be specific only to Alderman’s new layout! Design your algorithm to
work on any graph of similar style.

For example, in the graph below, the optimal rooms are Room 3 and Room 5. You can get to
either exit from either Room 3 or Room 5 by going through at most 2 doors. Room 1 would require
going through 4 doors to get to Exit 2 and Room 2 would require going through 3 doors to get to
Exit 2.

Room 1

Room 2 Exit 1

Room 3 Room 5 Exit 2

Solution:


